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This project explores an adaptive wireless power transfer sys-
tem designed to focus energy using phase-controlled antenna
arrays. By dynamically adjusting the relative phases of 2.4
GHz patch antennas, the system creates zones of constructive
interference to maximize power delivery at specific locations.
A receiver equipped with an RF power detector communicates
measurements back to a control unit, which uses a particle
swarm optimization (PSO) algorithm to tune the phase trans-
mission in real time.
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CHAPTER 1

INTRODUCTION

1.1 Project Introduction

Low-power wireless devices such as passive RFID tags, environmental sensors, or small wearables could make
use of ambient energy harvesting, especially in environments where battery replacement is impractical such as
nuclear reactors, or medical environments. Use of inductive based energy harvesting has been explored however
typical ranges for usable levels of power transfer are very near field with wireless charging of devices occurring
within contact ranges. DARPA has invested in the development of Radio Frequency (RF) long range power
transfer in order to power devices at long ranges, including powering drones and potential space based power
generation systems. The RF regime theoretically allows for power harvesting at much greater distances than
inductive based systems and advantages over optical wavelength range systems in environments without clear
lines of sight such as through walls or clouds. The motivation of this project was to design and simulate a
proof-of-concept for further future development of RF based power transmission technology.

Furthermore within the scope of this project is investigating the implementation of a network of antennas to
power devices within a room. These antennas would be able to turn on or off depending on the proximity of
the receiver device as well as modify their phase angle to generate a region of local constructive interference to
maximize power received.

1.2 Literature Review

In terms of general references that were useful ’Analysis and Design of MHz-range Wireless Power Transfer Sys-
tems for Implantable Devices’ [1], ’A Critical Review of Wireless Power Transfer via Strongly Coupled Magnetic
Resonances’ [2], and ’Powering IoT Devices: Technologies and Opportunities’ [3] were very useful in exploring
the area of wireless power transfer technologies. ’Powering Iot devices’ was a useful for guiding potential use
cases for the project and for wpt tech in general. The ’Implantable Devices’ paper was also very useful for
comparing and contrasting various energy harvesting and WPT methodologies such as magnetic inductance and
RF transmission. Lastly, the SCMR paper, though targeted at magnetic inductance technology, was useful in
beginning the investigation of RF transmission architectures, and relevant components for the design of an RF
system, save for an antenna.

In terms of specific articles that have helped with my specific sub component. Circuit Design’s ’RF De-
sign Guide’ [4], ’Design of a wireless power transfer system using electrically coupled loop antennas’ [5], and
’Software-based wireless power transfer platform for various power control experiments’ [6] were also very use-
ful. The RF design guide has been quite useful for understanding RF far field propagation as well as relevant
performance metrics. The ’Design of wireless power transfer system’ was also quite useful for understanding
the hardware architecture of RF power systems, and the software based wireless power transfer platform was
useful for understanding the MATLAB capabilities for modeling the system.
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6 CHAPTER 1. INTRODUCTION

1.3 Problem Statement

For a transmitter network delivering power, the radiation from all the antennas will interfere to produce power
dead zones and peaks. The goal of this project was to adapt the phase angles on the transmitters using phase
shifters, to create a region of constructive interference at the receiver. This would be realized through the use
of an algorithm that could search for regions of peak power from the measured power data. To implement this
algorithm a simulation of the interference generated by the transmitters was setup in order to model the parameter
that the algorithm would need to adjust. Furthermore communication between receiver and transmitter would
need to be implemented, in this case Bluetooth was chosen as it is readily implementable with micro controllers.
To achieve the project goals four teams were setup. Transmitter architecture was handled by Justin Bouwmeister.
Receiver architecture was handled by Prabjhot Shaglania. Interference simulation was modeled by Michael Loh
(Author). Lastly, algorithm design, and hardware integration was handled by Nathan Gomes.

1.4 Technical Contribution Statement

The overall novel aspects of this project were: the adaptive phase modification to generate peak power, the
development of an algorithm for optimizing interference between RF transmitters, and the simulation of a multi-
transmitter interference pattern.

First the adaptive phase modification is novel in that many wireless power transfer systems rely on having
only one transmitter to couple to. This forces the transmitter and receiver to specific geometries facing each
other, often times leading to coupling geometries and proximity that leads to minor improvements over wired
connections. Having multiple transmitters in the RF regime allows for a larger range of system geometries as
well as longer ranges for measurable power to be transmitted. With multiple transmitters the receiver can be
located within a much larger area and still serviced by 1 2 or more transmitters. The main drawback being
multiple transmitters operating at the same frequency leads to destructive interference. In our case this is being
mitigated by our phase shifting optimization algorithm.

The second novel aspect is the development of a Particle Swarm Optimization algorithm for the shifting
of phases on patch antennas. This is a novel implementation of the particle swarm optimization methodology.
Other algorithms could have been used however the draw of PSO was the scalability in being able to handle
many more than 3 transmitters. Brute force was initially tested and found to have similar convergence times to
PSO however as the number of transmitters increased in the simulated system it became too slow.

The authors component (the interference simulation of the transmitter network) served as the training space
for the optimization algorithm. This served to test out several algorithms prior to implementation in order to
verify that the algorithm would be capable of handling the requirements such as convergence times, repeatability,
and capability of handling 3 or more transmitters. Additionally, it also served to train the selected Particle Swarm
Optimization (PSO) algorithm prior to hardware implementation.



CHAPTER 2

ADAPTIVE WIRELESS POWER TRANSFER SYSTEM

2.1 Project Objective

The objectives of the project were to design, fabricate and integrate three transmitting patch antennas with phase
shifting capability, a receiver patch antenna with rectification and power metering, a receiver to transmitter Blue-
tooth communication system using micro controllers, the simulation of the phase interference between multiple
antennas, and the training and implementation of the phase optimization algorithm on the micro controllers. The
critical parameters for the transmitter were a 2.4GHz (2.375GHz) center frequency and below -10db reflection
(-25db) at the center frequency. For the rectifier an 80% conversion efficiency was targeted, and for the algorithm
and phase simulation the goals were to have phase optimization converge for multiple transmitters.

2.2 Overall Technical and Engineering Challenges

The main engineering challenges were the modeling of the physics involved with EM interference, optimization
and design of the patch antennas, and lastly the design and fabrication of the phase shifters.

With the simulation challenges the difficult came from integrating the phase interference of the waves, with
the power transmission characteristics of the antennas. With the patch antennas the main challenges arose from
the fabrication of the antennas as the listed FR4 dialectric constant on the manufacturer and the simulated FR4
differed leading to changes to the center frequency. With the phase shifters the main challenge was the design and
fabrication of the evaluation boards for the desired phase shifting chip. Due to funding problems the prefabricated
boards could not be purchased and the phase shifters had to be assembled in house. However due to time
constraints they could not be designed and assembled in time.

2.3 Proposed Approach & Solution

Transmitter system uses an RF generator that gets split into 3 signals. The baseline signal goes through the RF
amplifier to the transmitter, while the other two lines go first through phase shifters then RF amplifiers before
passing into the antenna. The antennas have been matched to 50 Ohms, as well as the other components. On
the reciever side the power is read off using the RF power meter, which then communicates with the micro
controllers which implement the optimization algorithm and adjusts the relative phases on the transmitters. The
cables carrying RF signals are all standard SMA cables capable of carrying a 2.4GHz frequency signal in the
power range we were using 0dbm - 20 dbm.
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Figure 2.1: System Block Diagram

2.4 Design Stages

Justin Bouwmeister was responsible for the transmitter architecture and patch antenna design. This involved
laying out the patch antennas in ADS and getting them fabricated by JLCPCB. As well as designing the over-
all transmitter architecture with the generator, RF amplifier, phase shifter system connected via SMA cables.
Prabhjot Shaglania was responsible for the receiver architecture and rectifier design. Which involved the design
of a bridge rectifier for the receiver. Nathan Gomes was responsible for the algorithm development and hard-
ware testing. Which involved the testing and comparison of multiple algorithm methodologies including brute
force, gradient, and PSO, as well as training the selected algorithm on the simulated data for implementation
on the micro controllers. Furthermore Nathan was responsible for the Bluetooth communication between micro
controllers and their integration with the phase shifters. Michael Loh (Author) was responsible for the simu-
lation development. Which included the research and development of the phase and power simulation of the
transmitters using the collected data of the fabricated patch antennas.



CHAPTER 3
PHASE AND POWER SIMULATION

3.1 Principle

In order to simulate the optimal power transfer system an understanding of power transfer systems and the
physics behind the system are essential. For this project we will be using radio frequency electromagnetic waves
as the energy propagating system. These waves will travel in space with changing phase corresponding to a
change in time and position. These waves can be modelled in a variety of ways. One common approach is
the Yee Cell which separates the magnetic and electric component of the travelling wave vectors, another is
the Laplace equation which connects the voltage change at the source to an electrical potential that can change
in time. For our purposes we will consider a geometric approach to the problem. For this system we will be
observing the interference of three waves. To simplify the system we will assume that each wave will come from
a point source, which in the far field regime appears to be acceptable. The phase of each individual point source
can be modelled by a spherical plane wave as a solution to the 3D wave equation [7].

u(r) =
A
r
∗ ei(ω∗t±k∗r) (3.1)

Here u(r) is the wave function, A is the amplitude, ω is the angular frequency = f
2π , t is time, k is the wave number

= 2π
λ , and r is the radial direction in spherical coordinates. To note, this hold for monochromatic free space

spherical waves, it is also an isotropic representation that models a point source. For non isotropic solutions such
as for a dipole antenna higher order effects with angular dependence are required and the spherical harmonics
are used. This models a function oscillating in time with frequency and wavelength governed by ω and k. For
our setting the EM radiation will interfere in space but not oscillate in time as the frequencies are the same.
As can be shown by a linear combination of solutions with same k and omega their time dependence oscillates
in time at the same rate thus only the linear combination of both waves at any time t will oscillate in time. ie
for constructive interference the amplitude at that point will oscillate with amplitude 2A for all time t. This
simplifies the problem as now we can set t to an arbitrary time t = 0, and solve for the phase dependence which
only depends on r. Secondly the wave function is of the form of a complex exponential, which from Euler’s
formula:

eiθ = cos(θ) + isin(θ) (3.2)

Allows us to use the complex sinusoidal representation.

u(r) =
A
r
(cos(

2πr
λ

) + isin(
2πr

λ
)) (3.3)

Next from the intensity equation [8] we can derive a function for A.

I =
P

area
= |u(r, t)|2 = A2

r2 (3.4)

Thus A
r =

√
P

area We can then use the Friis equation to get P, and the area will be the smallest simulation length
scale as the area ’a’.
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10 CHAPTER 3. PHASE AND POWER SIMULATION

Pr = Pt ∗ Gt ∗ Gr ∗ (
λ

4πr
)2 (3.5)

Where Pr is the received power, Pt is the transmitted power, G is the gain of the antenna, λ is the wavelength,
and r is the distance between transmitter and receiver. [9] Since we also have the directive gain of the transmitters
from the patch antenna team lead, we can also make G a function of theta. The transmitter and receiver are
the same antenna and so share the value of G and we will make the assumption Gt=Gr however with the angle
dependence this may not be true in practice as the antennas may not be facing each other at the same angle.
Inserting A back into the wave equation we get:

u(r) =

√
(Pt ∗ G(θ)2 ∗ ( λ

4πr )
2)

√
a

(cos(
2πr

λ
) + isin(

2πr
λ

)) (3.6)

Since the 3D free space wave equation is a linear differential equation any linear combination of solutions is also
a solution. Which means our full wave equation for the system becomes.

U(r) = Σ3
i=1ui(r) (3.7)

Subsequently the full intensity of the system becomes:

I = |Σ3
i=1ui(r)|2 (3.8)

and the power can be recovered as well:

P = I ∗ a = |Σ3
i=1ui(r)|2 ∗ a (3.9)

Where a will be the area scale for the simulation and P is is the power seen at that point in space.

3.2 Technical Challenges

In terms of technical challenges the main limiting factor was granularity of the simulation as well as simulation
accuracy when incorporating physics contributions. As you increase the precision of the arrays, they get larger
proportional to a quadratic, ie increasing the array by 100x100 yields 100000 more data points, which Matlab
online only supports array sizes up to 5GB so it led to making the grain size of the 1m by 1m simulation space
0.0000042m. Which is much smaller than the wavelength of 0.1250m. Furthermore implementing the 2D and
3D models involved the integration of multiple physical models, each with their own set of approximations. As
a result the overall model only reflects a portion of the overall physics. As adding more layers to the model
would have become unwieldy for training the algorithm and also too delayed in the project timeline to give the
algorithm team sufficient time to train and test their algorithm.

3.3 Important Design Aspects: Features & Limitations

The main features are the modeling of the phase space of the 3 transmitter system, as well as providing rough
estimates for power received. The main limitations derives from the assumptions made. The main assumptions
being that the transmitters behave as point sources in the far field, the Friis equation is accurate at 2.4GHz,
there are no reflections, and that the receiver can receive isotropically. Overall these limitations make for a rather
limited scope of the simulator, however the main goal, which was simulating the phase component was acheived,
which allowed for the algorithm to be trained. The phase of the simulation only relies on the assumption that the
antennas behave as point sources which appears to be typical for RF applications in the far field regime.

3.4 Comparison with State-of-the-art techniques

Existing techniques such as ANSYS HFSS use FTDT simulations of the EM space which provides a much more
accurate power simulation and should give a more accurate phase simulation as well. The goal of the simulation
was to build a model that could capture the interference component and though Yee Cells are quite useful they
are more complex than this system requires. Using the free space wave equation allows for a quicker overall
development time which allowed for the algorithm team to begin testing much earlier.
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3.5 Alternative Techniques

Alternative techniques could have involved creating a full system simulation in ANSYS, however this would have
taken significantly more time as this would have relied on the antenna team to finish designing and modeling
the patch antennas early enough to begin setting up the antenna models in ANSYS in the fall. Which was
not the case. Using a mathematical model allowed for much earlier completion of the sub team goals and
allowed for the team lead (author) to assist with the other sub teams throughout the winter term. Additional
mathematical modelling could have also included higher order spherical harmonics if dipole antennas or other
antenna architectures were used. Furthermore, instead of using the Friis approximation other power equations
could have been used. Using the Friis appoximation allowed for concurrent testing with the antenna team, which
did use the Friis equation.
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CHAPTER 4

NUMERICAL DEMONSTRATION

4.1 Design Considerations

The solution to the wave equation was implemented in MATLAB to create a 2D simulation space for the power
and interference map. This code was then passed to the algorithm team which then used the simulator to test and
train multiple different algorithms (PSO, Gradient Descent, and Brute Force). The choice of Matlab allowed for
easy cross-team integration as the algorithm was also being implemented in Matlab.

4.2 Design Implementation

In this section the code for the simulator is broken down into the various simulation steps.

In the first part the necessary sim space variables are setup, including all physical constants, the room bounds,
transmitter parameters, and simulation granularity. To add more transmitters, more variables need to be initial-
ized, which could be solved using functions and structs, however for the simple 3 transmitter setup this was
sufficient.
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Figure 4.1: Initialization section

In this section the radial distance to each of the transmitters is calculated. This will be used to calculate the
wave function from each point source. Here the wave function is listed as ’phasex’ and includes the phase offsets
to modify the relative phase angles between the wave functions. Additionally, t is set to 0 as we don’t need to
oscillate in time when we solve for intensity and power.

Figure 4.2: Phase and radial distance calculation

In this section the angles projecting from the transmitter are calculated. These angles will later be used to
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calculate the directive gain received along each ray.

Figure 4.3: Transmitter projection angles calculation

This part of the code is used to calculate the ’A’ coefficients for each point source wave function as derived
in the ’Principle’ Section. The coefficient is roughly equal to the square root of the Friis equation. Also notable
are the case statements that prevent the transmitter origins from being included as they will be divided by zero
cases. Furthermore, the function Gt that outputs the directional gain measured in Ansys is also included in the
Appendix.

Figure 4.4: Calculation of the wave function coefficients ’A’ with respect to directive gain

Finally all the parameters are summed to give the intensity function. The equation is of form:

I = |A1(cos(
2πr1

λ
) + isin(

2πr1

λ
)) + A2(cos(

2πr2

λ
) + isin(

2πr2

λ
))A3(cos(

2πr3

λ
) + isin(

2πr3

λ
))|2 (4.1)
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Figure 4.5: Calculation of the total wave function, Intensity, and Power

With additionally, the ’grain’ term refers to the area of the unit being calculated which for this simulation is
a 0.002m by 0.002m area. Overall the ’grain’ term will cancel out and can be neglected in the power output, but
was included during testing to ensure that the intensity was accurate in dimension. Additional, code was written
to output the plots seen in the later sections, and is included in the appendix.

4.3 Hardware Setup

In terms of test setup the hardware section was only partially completed with the phase shifters unfortunately
taking too long to produce. As such the main hardware testing was in the form of patch antenna characterization.
The first test measured the power received as a function of distance between the two antennas. This served as a
validation of the Friis equation, and also the simulation. The second experiment was that of the directivity of the
antennas, measuring the received power as a function of antenna angle, and determining the directive gain.

In terms of numerical tests. The first test involved the simulation of a single antenna, which could be validated
against the lab measured results and the Friis equation. The second numerical test was the simulation of the three
antennas and verifying that there was regions of constructive and destructive interference.

4.4 Measurement Results

4.4.1 Hardware Test 1

The theoretical power received was calculated using the Friis equation, while the measured power was taken in
lab using two patch antennas.

Figure 4.6: Table of measured power vs distance between antennas at 0dbm
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4.4.2 Hardware Test 2

Below summarizes the results of the patch directivity test. The measured column is the data taken in lab. Whereas
the simulated gain was done in ANSYS HFSS by the Antenna team. For the simulation, the ANSYS data was
used as the lab data was subject to experimental issues with the SMA cables causing unpredictable losses that
varied between experimental days.

Figure 4.7: Table of measured power vs angle between antennas at 0dbm
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4.4.3 Numerical Test 1

Figure 4.8: Plot of single transmitter simulation

Figure 4.9: Table comparing simulation results to measured power and theoretical power vs distance

4.4.4 Numerical Test 2

Below is the plot of 3 point sources interfering in space.
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Figure 4.10: Plot of 3 point sources interfering in space

4.5 Discussions

From Hardware Test 1 it demonstrates that the received power appears to follow the Friis equation within the
scope of the system. This supports the use of the Friis equation in the simulation as well as validates the
antenna gain parameters. In Hardware Test 2 we see the measured and simulated gain with respect to angle. The
simulated gain comes from ANSYS HFSS in which the patch team modeled the gain directivity. The measured
gain appears to be significantly lower than the simulated gain. This may be due to losses caused by the SMA
connectors which appeared to change loss values depending on the angle and geometry of their positioning.
This is atypical for SMA wires which, unlike fiber optic cables, should not change their matching or increase
in losses due to their orientation. As such in the MATLAB simulation the ANSYS HFSS simulated directivity
was used. In Numerical Test 1 a single point source was simulated. The results were then compared to the
lab measurements and friis equation results from Hardware Test 1 which appeared to validate the simulation
model. Secondly in Numerical Test 2 the full simulation was performed. This demonstrated the constructive,
and destructive interference of the system. This would have been compared with the lab measurements however
hardware testing was not fully completed, and as such the full simulation could not be verified. Subsequent
testing would have been done to verify the locations of the destructive and constructive zones. As well as
modeling and testing of the full system with the phase shifters to verify the algorithm in both simulation and
hardware
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CHAPTER 5
CONCLUSIONS

5.1 Summary

The project began in the fall term with literature review and design of the phase space simulation. In the winter
term the power components were introduced to create the full power and phase simulation of the system. The
simulation was initially integrated with the algorithm team in the fall as the algorithm testing was able to be
performed on the phase components of the point sources alone, whereas in the winter the full integration of the
wave equation was integrated with the algorithm team for testing and validation of the algorithm.

5.2 Overall Project Contributions and Achievements

In terms of individual contributions the simulation team successfully developed and integrated a first order wave
equation simulation that integrates power directivity, phase, and scalability to various transmitter network setups.
The benefit of the simulation to the project was to be able to simulate the power coupling of various setups for
the algorithm team to compare, test, and train various algorithm regimes. The main challenges to the simulation
were to determine the various physical effects that would have the largest impact on the lab test setup, as well as
integrating said physical models into MATLAB.

5.3 Future Work

In terms of future work the most important next step would be to complete the full hardware implementation
with the phase shifters, as well as new SMA cables that have predictable losses. Further, testing would be
able to be done including further validation of the simulation regime, as well as investigation of additional
physics phenomena, such as changes of medium, and reflections. These investigations could guide additional
modifications to the simulator that could better capture the possible physical phenomena that could arise in the
system. Additional, work could also be done on the antennas. With phase shifters, a phased array antenna with
beamforming could be developed instead of the patch antennas. This would provide additional parameters for
the algorithm to control as well as additional physical parameters to add to the simulator.
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CHAPTER 6

APPENDIX

6.1 Extension from Fall Work Term

In the winter term the main objective was to integrate the power directivity into the simulator. This was achieved
using the Friis equation integrating into the wave equation, as well as the directivity measurements made by the
antenna team. The initial designs for the code looked much different as the power was initially being integrated
separately after the phase components were calculated. However after further investigation and testing it was
found that the directive gain could be integrated straight into the wave equation. The main technical differences
revolve around the physics simulation methods. Initially only the sin solutions to the wave equation were con-
sidered and the full sin cos model was ignored as MATLAB can run into difficulties plotting imaginary numbers.
However in the winter plotting the wave equation was set aside for plotting the intensity. This allowed for the
full sin cos wave equation to be modeled, and the intensity allowed for the integration and plotting of the power,
much more easily.

6.2 Project Resources

Figure 6.1: List of hardware components used

23
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Figure 6.2: Function to find directive gain

Figure 6.3: Plotting code for simulator
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Figure 6.4: Directive gain simulated in ANSYS HFSS
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